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Overview

pomegranate is more flexible than other packages, fast, is 
intuitive to use, and can do it all in parallel
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pomegranate supports many models
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Probability Distributions
General Mixture Models
Hidden Markov Models
Naive Bayes / Bayes’ Classifiers
Markov Chains
Bayesian Networks

k-means / kmeans++ / kmeans||
Factor graphs
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d = NormalDistribution(5, 2.3)

Models can be made in two ways...

d = NormalDistribution.from_samples(X)

    ...from data                                          ...from known values
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n1 = Node(...)
n2 = Node(...)
model = BayesianNetwork()
model.add_nodes(n1, n2…)
model.add_edges(...)

Models can be made in two ways...

d = BayesianNetwork.from_samples(X)

    ...from data                                          ...from known values



The API is common to all models
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All models have these methods!

All models composed of 
distributions (like GMM, HMM...) 
have these methods too!

model.log_probability(X) / model.probability(X)

model.sample()

model.fit(X, weights, inertia)

model.summarize(X, weights)

model.from_summaries(inertia)

Model.from_samples(X, weights)

model.predict(X)

model.predict_proba(X)

model.predict_log_proba(X)



Overview: model stacking in pomegranate
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GeneralMixtureModel.from_samples(NormalDistribution, n_components=3, X=X)

GeneralMixtureModel.from_samples(ExponentialDistribution, n_components=3, 
X=X)

BayesClassifier.from_samples(MultivariateGaussianDistribution, X, y)

d1 = GeneralMixtureModel.from_samples...
d2 = GeneralMixtureModel.from_samples...
model = BayesClassifier([d1, d2])
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pomegranate can be faster than numpy

Fitting Multivariate Gaussian to 10,000,000 samples of 10 
dimensions
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pomegranate uses additive summarization

pomegranate reduces data to sufficient statistics for updates 
and so only has to go datasets once (for all models).

Here is an example of the Normal Distribution sufficient 
statistics
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pomegranate supports out-of-core learning

Extract summaries

+
+
+
+

New Parameters

Batches from a dataset can be reduced to additive summary 
statistics, enabling exact updates from data that can’t fit in memory.

Dataset

In MemoryOn Disk Sufficient Statistics
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pomegranate supports mini-batching

Extract summaries

New Parameters

Instead of going through the full dataset before updating 
parameters, one could update parameters at each step.

Dataset

In MemoryOn Disk Sufficient Statistics
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pomegranate supports parallelization

Extract summaries

+
+
+
+

New Parameters

Multiple batches can be loaded at the same time and processed by 
different threads using n_jobs in either fitting or prediction 
methods

Dataset

In MemoryOn Disk Sufficient Statistics



Training a mixture of HMMs in parallel

14model.fit(X, n_jobs=n)
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pomegranate allows semisupervised learning

For many tasks, there is limited labeled data but a deluge 
of unlabeled data, and one wants to utilize both.
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MLE Summaries

+ New Parameters

Summaries from MLE on the labeled data can be added to 
summaries from EM on the unlabeled data 

Unlabeled
Data

Sufficient Statistics

Labeled
Data

EM Summaries

pomegranate allows semisupervised learning
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Supervised Accuracy: 0.93          Semisupervised Accuracy: 0.96

pomegranate allows semisupervised learning
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pomegranate supports missing data
Many real world tasks involve missing data, but common approaches aren’t 
sufficient for tackling the problem.
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Many real world tasks involve missing data, but common approaches aren’t 
sufficient for tackling the problem.

pomegranate supports missing data
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Many real world tasks involve missing data, but common approaches aren’t 
sufficient for tackling the problem.

pomegranate supports missing data
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Pomegranate supports model fitting, structure learning, and model 
predictions on data sets that include missing values, no matter how 
complicated the model or sparse the data set.

You can fit a Gaussian mixture model to incomplete data sets.

You can run the Viterbi or forward-backward algorithm using a HMM on 
incomplete data sets.

You can learn the structure of a Bayesian network on incomplete data sets.

All without having to change your command, simply by including np.nan in 
the place of the missing value

pomegranate supports missing data
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pomegranate uses Cupy for GPU support
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pomegranate can be faster than scipy
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pomegranate uses aggressive caching
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Example ‘blast’ from Gossip Girl

Spotted: Lonely Boy. Can't believe the love of his life has 
returned. If only she knew who he was. But everyone 
knows Serena. And everyone is talking. Wonder what Blair 
Waldorf thinks. Sure, they're BFF's, but we always thought 
Blair's boyfriend Nate had a thing for Serena.
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Example ‘blast’ from Gossip Girl

Why'd she leave? Why'd she return? Send me all the deets. 
And who am I? That's the secret I'll never tell. The only one. 
—XOXO. Gossip Girl.
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How do we encode these ‘blasts’?

Better lock it down with Nate, B. Clock's ticking.

+1 Nate
-1 Blair
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How do we encode these ‘blasts’?

This just in: S and B committing a crime of fashion. Who 
doesn't love a five-finger discount. Especially if it's the 
middle one.

-1 Blair
-1 Serena
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Simple summations don’t work well
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Blair     Chuck     Dan       Jenny     Nate     Serena  Vanessa
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Beta distributions can model uncertainty
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Beta distributions can model uncertainty
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Beta distributions can model uncertainty



Bayesian networks
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Bayesian networks are powerful inference tools which define a 
dependency structure between variables.

Sprinkler

Wet Grass

Rain



Bayesian networks
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Sprinkler

Wet Grass

Rain

Two main difficult tasks:
(1) Inference given incomplete information
(2) Learning the dependency structure from data



Bayesian network structure learning
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???

Three primary ways:
● “Search and score” / Exact
● “Constraint Learning” / PC
● Heuristics



Bayesian network structure learning

37

???

pomegranate supports:
● “Search and score” / Exact
● “Constraint Learning” / PC
● Heuristics



pomegranate supports four algorithms

38



BNSL is hard due to acyclicity requirement
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Global Parameter Independence: The parents 
of some variable A are independent of the 
parents of some variable B given that they don’t 
form a cycle in the resulting graph

Easy! Tractable!

Hard! Exponential Time!



Medical diagnosis Bayesian network

40

BRCA 2 BRCA 1 LCT

BLOATLE LOA VOM AC

PREGLIOC



Constraint graphs merge data + knowledge
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genetics

conditions

symptoms

Constraint GraphVariables to be Modeled
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Global Parameter Independence: The 
parents of some variable A are independent 
of the parents of some variable B

Global Parameter Independence: The 
parents of some variable A are independent 
of the parents of some variable B given that 
they don’t form a cycle in the resulting graph

Constraint graphs merge data + knowledge

genetics

conditions

symptoms

Constraint Graph
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Task #1                          Task #2                              Task #3

The parents of some variable A are independent of the parents 
of some variable B

Constraint graphs merge data + knowledge

genetics

conditions

conditions

symptoms

genetics



Constraint graphs merge data + knowledge
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Constraint Graph

genetics

conditions

symptoms



Modeling the global stock market
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Constraint graph published in PeerJ CS
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Naive Bayes produces ellipsoid boundaries

47model = NaiveBayes.from_samples(NormalDistribution, X, y)



Naive Bayes assumes independent features
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Data can fall under different distributions
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Data can fall under different distributions

51



Data can fall under different distributions
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Using appropriate distributions is best
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dists = [LogNormalDistribution, PoissonDistribution, 
ExponentialDistribution, PoissonDistribution]

model1 = NaiveBayes.from_samples(NormalDistribution, X, y)
model2 = NaiveBayes.from_samples(dists, X, y)
model3 = GaussianNB().fit(X, y)

pomegranate Gaussian Naive Bayes:  0.711
sklearn Gaussian Naive Bayes:  0.711
Heterogeneous Naive Bayes:  0.726



This additional flexibility is just as fast
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Bayes classifiers don’t require independence
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naive accuracy: 0.929         bayes classifier accuracy: 0.966



Gaussian mixture model Bayes classifier
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pomegranate paper at JMLR-MLOSS
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pomegranate is NumFOCUS affiliated
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https://www.numfocus.org/open-source-projects/affiliated-projects
/



Documentation available at Readthedocs

59https://pomegranate.readthedocs.io/en/latest/



Tutorials available on GitHub

60https://github.com/jmschrei/pomegranate/tree/master/tutorials



apricot implements submodular selection for training machine learning 
models faster

61https://github.com/jmschrei/apricot



apricot implements submodular selection for training machine learning 
models faster

62https://github.com/jmschrei/apricot
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